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For a five-layer D2NN, there is a 90% match between experimental and 
numerical results for fashion dataset with five errors out of 50 fashion 
products and classification accuracy of 81.13% for 10’000 samples. While it 
is six errors out of 50 for digit classification and  91.75% accuracy for 10’000 
samples (Fig. 3&4).

Artificial Neural Networks (ANNs) have shown immense potential in 
various applications, but their reliance on increasing computing power 
poses challenges in terms of speed and energy efficiency. To address this, 
researchers have been exploring alternative computing methods, and one 
intriguing approach is optical neural computing. Optical neural computing 
leverages the advantages of analog computing, such as minimal energy 

consumption and intrinsic parallelism, which can significantly accelerate 
computational speed. In this approach, optical signals are used to process 
information, and the reflection of light plays a crucial role in providing the 
necessary feedback mechanism for computation. [1]

In this poster we review methods and results from two papers including 
Diffractive Deep Neural Networks (D2NN) [2], an all-optical deep learning 
framework utilizing diffractive surfaces for parallel computation, and the 
Nanophotonic Neural Medium (NNM) [3], which employs scattering 
inclusions to process information. 

In a D2NN neurons are represented by individual points within the layers. 
The transmission coefficient of each point serves as a multiplicative bias 
term (Fig. 1A). Once the network is trained, local phase and height values 
for each point are established (Fig. 1B). These values are then utilized in 
generating a surface function, which enables the 3D printing of each layer 
(Fig. 1C). Upon printing completion, the D2NN is capable of operating at the 
speed of light. [2]

Figure 5. (left) Light field distribution in the trained NNM. (right) 3D NNM consists of 
multiple NNM layers. [3]

Figure 3. The input and output images of the 3D-printed D2NN for a sandal input 
(Fashion-MNIST class 5), and a handwritten input of “5” . [2]
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Figure 1. (A) multiple transmissive layers of D2NN. (B) Trained layers of a classifier NN. 
(C) 3D printed layers of the classifier. [2]
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In nanophotonic neural networks, the nanophotonic neural medium (NNM) 
processes light input to generate energy distribution. Computations occurs 
in the host materials such as SiO2 which includes some inclusion materials 
(air holes or other materials) with a different refractive index than host 
material. These inclusions mix light similarly to matrix multiplication in digital 
neural networks (Fig. 2b). Inclusion positions and shapes act like weight 
parameters, while nonlinear functions use components like dye 
semiconductors for distributed activation, resembling rectified linear units 
(ReLUs) in traditional neural networks. [3]

Figure 4. Confusion matrix for fashion data set (left) and digit classification (right). [2]
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It is shown in Fig. 5 (left) that how light field is distributed inside the trained 
NNM for digit classification. The average recognition accuracy reaches over 
79% for 1000 images of dataset. While it is possible to increase the 
accuracy by locating several NNMs over each other to create a stack of 
NNMs (Fig. 5 right). The 3D trained NNM shows accuracy of about 84% for 
the test set. In general, the potential number of weights can exceed 10 
billion parameters per square millimeter for a 2D implementation.

Figure 2. (a) Conventional ANN architecture. (b) Proposed Nanophotonic Neural Medium. 
[3]
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